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PRACTICAL ORBIT DETERMINATION FOR AEROBRAKING
WITH ACCUMULATED ACCELEROMETER DATA

Brian Young∗

Navigation during aerobraking missions has historically relied solely on ra-
diometric Doppler data. Accelerometer data, available on all modern space-
craft, has the potential to supplement Doppler data, increasing operational
tempos, filling tracking data gaps, and improving the accuracy of orbit
determination solutions. However, integration of Doppler and accelerome-
ter data into the batch filter solutions used for operational navigation has
proven to be practically challenging, due to the narrow region of adequate
linear approximation for acceleration incurred by drag. This work proposes
to use the accumulated velocity changes derived from these values as a more
compatible data type. Demonstrations of results focus on NASA’s Maven
and ESA’s TGO mission, and how this technique can be used to improve op-
erations for the upcoming Maven aerobraking phase with reduced tracking
data and lighter staffing requirements.

INTRODUCTION

Aerobraking is an efficient method to reduce the apoapsis altitude of a spacecraft’s orbit,
using atmospheric drag at periapsis to accumulate a significant velocity reduction over
hundreds of drag passes. The first operational use of aerobraking was by the Magellan
mission to Venus in May 19931. NASA’s previous three Mars orbiters before Maven, Mars
Global Surveyor (1997)2, Mars Odyssey (2001)3, and the Mars Reconnaissance Orbiter
(2006)4 also used aerobraking to reduce propellant requirements and achieve their final
near-circular science orbits. The European Space Agency (ESA) performed experimental
aerobraking with their Venus Express mission in 20145, and used the method to achieve the
science orbit for the ExoMars Trace Gas Orbiter (TGO) in 2017–20186,7. NASA’s Maven
mission, which used propulsive maneuvers to achieve its final science orbit in 2014, passes
through thinner but still drag-inducing altitudes in its multi-year operational science orbit,
with occasional week-long “deep dips” to deeper altitudes for additional scientific studies8,
leading to many of the same challenges faced by aerobraking missions9. Finally, Maven
has been requested by NASA to reduce its apoapsis altitude, via aerobraking at deep dip
altitudes, to better provide relay support for NASA’s assets at Mars’ surface, starting in
March 2019. Supporting this aerobraking task with limited tracking data and staffing levels
is the primary impetus for this work.

During aerobraking, and in similar regimes, the Navigation team is charged with three
tasks: reconstructing the trajectory, predicting the upcoming trajectory, and selecting
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apoapsis maneuvers to alter the periapsis altitude and maintain acceptable atmospheric
density levels. Because drag is the most significant non-gravitational perturbation on the
trajectory, estimating and predicting that drag is the dominant consideration in all three
tasks. Operationally, a reference density model, either an exponential model or a more
complex model such as MarsGRAM10, is used with a per-orbit multiplicative density scale
factor to capture unmodelled or random variations in the actual density levels. Reconstruc-
tions produce a history of scale factors, which are then averaged to compute a predicted
scale factor, which in turn informs maneuver selection. On Mars, it is typically assumed
that the scale factor can vary by over 100% between orbits, and that the predicted value
may be in error by as much as 30% (3σ); the Venusian atmosphere is more stable but still
unpredictable. This navigation/maneuver process is usually performed on a daily cycle
for aerobraking missions and Maven deep dips, and weekly cycle for Maven during normal
operations. During Maven aerobraking, the planned cycle will likely last 2–3 days, as a
compromise between workload and aerobraking efficiency.

Radiometric Doppler, provided by NASA’s Deep Space Network (DSN) or ESA’s ES-
TRACK, is the primary data type used for orbit determination (OD) on missions orbiting
rocky planets. When present, these data indicate the period and timing of each orbit, so
that the drag ∆V, which is proportional to the scale factor, can be reconstructed accu-
rately. While this has been sufficient for past missions, it is limiting in two ways. First,
for aerobraking missions, operational timelines have little margin, so faster reconstruction
is helpful, but it takes some time to accumulate enough Doppler data after a drag pass to
accurately reconstruct the corresponding scale factor. Second, accurate reconstruction of
drag ∆V requires nearly continuous coverage by the ground stations, since at most only two
periapses can occur between tracking passes before the ability to distinguish the effects of
individual periapsis passes is lost, though the average of the scale factor across that gap can
still be computed. For Maven, where science observations during these tracking gaps require
reconstruction uncertainties under 3 km, the loss of accuracy during these gaps is also a
challenge, especially during periods with high drag levels. While DSN/ESTRACK coverage
is a limited resource, historically aerobraking missions have been able to request continuous
coverages. However, because Maven has been in this class of orbit for an extended period
of time, coverage is limited to approximately one 8 hour pass per day, except during deep
dips. For the upcoming Maven aerobraking, a significant challenge is that tracking will not
be continuous either.

Most modern spacecraft have inertial measurement units (IMUs) on-board that include
accelerometers to measure high-resolution data of non-gravitational forces applied to the
vehicle, such as drag or thruster firings. This provides a direct measurement of the perturb-
ing force, complementing Doppler data, and potentially mitigating the two given challenges.
Because the data would be available as soon as they could be downlinked, they could be
rapidly integrated into an OD solution, improving timeline margins for daily operations.
The acceleration data can also be stored onboard the spacecraft until the next available
downlink opportunity, and can therefore be used to fill tracking data gaps and allow more
accurate trajectory reconstructions. For these reasons, methods to integrate accelerometer
data with the OD process have been pursued for years. For reasons discussed below, how-
ever, practical use has proven stubbornly difficult, so much so that Maven continues to not
use the accelerometer data for OD three years after the start of science operations.
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Still, accelerometer data have seen a great deal of other practical use in aerobraking-style
missions. Periapsis timing estimators, which update on-board ephemerides and command
times based on accelerometer-derived periapsis times, were used for Mars Reconnaissance
Orbiter (MRO) aerobraking, and are a key enabling technology for Maven science opera-
tions. Detailed reconstructions from Maven accelerometer data have provided new insights
into atmospheric structures11,12. Even within the navigation task, the data have proven
useful, even if they cannot be integrated into the filtering process. Comparisons of Doppler-
based reconstructions to the measured accelerations are used to validate that solutions are
correct before delivery to other users. Comparing the observed accelerometer data to the
expected drag ∆V can be used to better determine a priori estimates of the scale factors,
improving filter performance. ESA teams have also used the data as a force model directly,
as an alternative to providing it as a measured value.

Still, integration of the measurements into operational OD would be the most straight-
forward approach. Focusing on Maven, this integration would improve reconstruction ac-
curacy and navigation team’s ability to observe trends in atmospheric behavior, and could
significantly improve the team’s ability to operate the upcoming aerobraking portion of the
mission. This work will demonstrate an approach to reduce the available data to its most
important components in a way that works well with existing processes, providing all of the
advantages described here.

IMPEDIMENTS TO HIGH RATE ACCELEROMETER MEASUREMENT USAGE

Deep space navigation at JPL relies on batch processing of measurements with a linear
least squares filter. Currently implemented by the Monte software13, this process has re-
mained fundamental to navigation since the earliest deep space missions, with the legacy
Orbit Determination Program (ODP) operating on the same principles. A set of initial
conditions and parameterized force models are used to generate a trajectory, and then, for
the available set of measurements, the expected set of observables corresponding to the a
priori parameters are computed. Given partial derivatives of the computed measurement
values to all the estimable parameters, the set of parameter updates that minimize the
residual difference between the observed and computed values, in a linear approximation,
are calculated using a least squares minimization to generate updated model parameters.
This process is repeated with the new parameter values until the updates converge to near
zero. This batch approach is preferred to a sequential estimation process like a Kalman filter
because it allows the entire reconstructed trajectory to be computed at once, and ensures
that the final solution can be reproduced without explicit reference to the measurements.

For aerobraking-class missions, the primary estimable parameters are the initial condi-
tion and a per-orbit scale factor. Additional terms include solar pressure, reaction wheel
desaturation impulsive ∆Vs, and extra periapsis impulses to account for lift, sideslip, and
peak offsets in the drag impulse. Typically, the initial condition is well known based on pre-
ceding reconstructs or short single-orbit fits, and the additional terms are relatively small.
Thus, the primary uncertainty is in the scale factors, or the expected anti-velocity ∆V at
each periapsis due to drag, which manifest linearly as variations in the mean anomaly and
orbital period.

Previous work by Jones et. al. for Maven has pursued use of acceleration data as direct
measurements for use in the filter, dividing the high-rate ∆V data by the accumulation
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time to get accelerations, and filtering those acceleration values against continuous non-
gravitational forces in the model (primarily drag) to improve estimates during the orbit14.
Since the accelerometer data are proportional to the drag force, direct measurements of that
acceleration should easily correct the scale factor. However, operational use has proven
extremely difficult for a few reasons. First, the noise on a magnitude measurement fol-
lows a non-central chi distribution, breaking filter assumptions of normal random variables.
Second, biases in the data are especially difficult to remove with the noise terms, which
themselves appear as a bias. Third, the actual drag around periapsis often does not follow
the shape of the curves in the modeled atmosphere, so that no good fit with a single scale
factor per periapsis is possible. Solutions for these challenges are available, including exclu-
sion of data below the known noise floor, pre-processing of vector data before conversion to
magnitudes, use of vector data rather than magnitude data, and/or appropriate weighting
of the measurements.

However, the most significant problem facing the use of high-rate accelerometer data
is that linearization breaks down with small timing errors in the initial estimates. As a
comparison, consider Doppler, a measure of the Earth-line velocity, which varies sinusoidally
with true anomaly. Fitting Doppler data estimates the period and periapsis times of each
orbit, matching the phase and wavelength of the Doppler signature. Because these phase
and periapsis times are related to the drag ∆V via linear relationships, corrections to
timing and period are predictably implemented as scale factor changes, so that the filter
converges to a solution with reliable scale factors for the covered periapses. Given that
the characteristic variation of the Doppler signature varies over an orbital period, intuition
indicates that fitting with Doppler data can handle significant timing errors in the initial
estimate, perhaps up to tens of minutes for even the shortest two-hour orbits. Other model
parameters shrink this region of linearity, but practical experience shows that minutes of
error can be accommodated by this process.

Instead, high-rate accelerometer data directly measure the drag acceleration, rather than
the timing shifts caused by the accumulated ∆V, and residual differences between the
observed and modeled measurements can be caused either by an incorrect drag level at
the current periapsis, or by incorrect timing of the drag impulse caused by errors in the
previous periapses. When the timing errors are small, this is handled well, because an
error in the current scale factor will appear as residual errors in the same direction, while
a timing error will show an increasing or decreasing trend in the residuals, so that the the
appropriate correction can be determined from the ensemble. However, if the modeled peak
drag is further from the measured values, then the timing error will instead appear as a
large scale factor error, since the low drag near the modeled tails will need to be increased
drastically to reach the measured values; this large and invalid correction will then further
disrupt the estimates of later periapses, leading to a failure to converge. Given that the
drag impulses of interest to this study have a full-width at half maximum of two to three
minutes, one would expect that timing errors larger than approximately one minute would
encounter these problems. Practical experience shows this to be true, with timing errors
over approximately 30 seconds proving difficult to correct. This time range is an order of
magnitude smaller than what Doppler can correct, and shorter than the variations seen in
operational cases, leading to the significant challenges seen using these data.

There are techniques to deal with this. First fitting the Doppler data, and only then
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adding accelerometer data could mitigate the issue significantly, as long as data gaps were
short enough to maintain reasonable timing uncertainty in those gaps. Incrementally fitting
one or two periapses at a time can also be used to mitigate the problem, since all previous
periapses will have been well-fit, reducing any potential timing errors for the next periapsis
in the sequence. However, this incremental fitting process may still struggle if telemetry
downlink problems prevent some earlier periapses from being received properly. Heuris-
tic processes to guess appropriate a priori values could also help. However, these options
are time consuming, add additional steps, break with long-standing practices, and increase
the risk associated with telemetry data not being downlinked, so that the benefits have
been judged less helpful than the costs. They also require human experience, experimenta-
tion, and evaluation to use effectively, reducing the ability of analysts to complete regular
operation tasks quickly and reliably, or to improve workflows through automation.

Jah, et. al., demonstrated an alternative technique, using the navigation batch filter to
generate a solution up to the start of the drag pass, and then passing that state to a
sequential filter to include accelerometer data through periapsis15. This process was then
repeated for subsequent orbits, building up OD solutions over time as telemetry data was
received, with a goal of quickly generating solutions using only accelerometer data, before
sufficient Doppler data was collected. As in the incremental fitting process, this is successful
because it disentangles the ambiguity of timing and scale factor corrections, keeping the
timing errors at the time of accelerometer processing minimized. Like the other proposed
techniques, this breaks processes associated with the batch model and is sensitive to missed
telemetry during Doppler gaps, preventing it from being considered for operational usage
on subsequent missions.

Ultimately, while Doppler data allows the navigation batch filter to reliably converge
with a broad range of initial conditions, high-resolution acceleration measurements are only
reliable in a narrow range due the sensitivity of their partial derivatives to the timing of the
orbit. While there are many theoretical methods to handling this problem, none of these fit
within the framework used for normal operations, and thus have not seen significant use.

PROPOSED ACCUMULATED ∆V MEASUREMENT

Given the diagnosis that high-rate accelerometer data are too sensitive to timing errors,
and knowing that the typical data resolution gives far more detail of the force profile than
can be fit using typical engineering models of the atmosphere, an alternative approach is
suggested. The accelerometer data is of interest for navigation because it indicates the
total ∆V incurred during a given drag pass. Therefore, accumulating the high-rate ∆Vs
into a single velocity shift over a given time period will provide the desired information
in a reduced format less sensitive to a priori timing uncertainty. For Maven and TGO, a
time period of 10 minutes before and after the peak drag is used, because this encompasses
the drag pass with sufficient margin for expected timing uncertainty, without including any
wheel desaturation impulses or other events that might occur away from periapsis.

This accumulation could take the form of either a vector summation or a total magnitude.
The vector data will provide information on any lift or sideslip incurred during the drag
pass, but for high-altitude passes where the signal is weak relative to noise and biases,
the off-velocity components may be too small to be reliable. While deweighting the data
to appropriate levels would ensure they would not over-constrain the filtered solution, on
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principle it is preferable to use a simpler measurement with only the useful information.
Additionally, though the primary interest is the total ∆V, the effective time at which that
∆V is applied may also be valuable. This time, the effective “centroid”, akin to a “center
of mass” for a given impulse, can provide information on longitudinal density gradients or
other terms that shift the time of the maximum acceleration, and in extreme cases may
provide constraints on periapsis times to further aid convergence∗.

To generate the observables, consider the set of raw accelerometer data as a N -long
sequence of vectors vi that are each centered at a time ti, measured as seconds from an
arbitrary epoch such as the measured peak or a priori periapsis. These vectors can be in
any reference frame, usually either an inertial frame or the spacecraft body-fixed reference
frame. Given these, the accumulated vector value for a set of accelerometer data is

v =
∑

vi, (1)

and the magnitude is
v =

√
v · v. (2)

Note that one should not use the sum of the magnitudes of vi, since for a normally dis-
tributed vector, the magnitude is chi-distributed, with a non-zero mean that can accumulate
to large errors in the derived observable. Finally, the centroid of the drag pulse is computed
as

t =

∑
ti (vi · v̂)∑
vi · v̂

. (3)

Note that the high-rate vectors are projected onto the accumulated unit vector v̂ = v/v
to create a scalar measurement that is normally-distributed, minimizing the effects of noise
for this term as well.

There are five primary sources of error in the raw accelerometer data: biases, scale
factors, non-orthogonality, spacecraft rotations, and noise. Biases are straightforward to
remove, because the time before periapsis is well-known to have negligible non-gravitational
acceleration, and thus any level of readout can be assumed to be a bias. This is often
removed on-board the spacecraft and does not need to concern the analyst. However,
for Maven science operations, because the signal is much weaker than for other missions
and phases, it is necessary to remove the bias on the ground based on both pre- and
post-periapsis quiet periods before computing the summations. The scale factor cannot
be detected solely from accelerometer data, and removal relies on estimation by the filter,
where the the Doppler provides independent measurements of the drag ∆V between two
time periods. Non-orthogonality is not considered in this work, but its existence should be
acknowledged as a potential unmodeled source of error. Rotational motion can usually be
removed on-board the spacecraft, given knowledge of attitude rates and the accelerometer
location, but the analyst should ensure they understand the behavior of their system, and
understand that mismodeled centers of mass can create small signatures. Finally, noise
manifests as uncertainty in the final observed value, and this uncertainty should be used to
inform the weights applied to the measurements.

∗Alternatively, for these cases, a better approach might be to provide this time directly as a measurement
of periapsis or peak drag time
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To quantify the expected noise in the accumulated measurements, assume that each vector
component of vi is normally distributed and independent, with standard deviation σ. The
vector sum is thus the sum of these independent variables, so each component is normally
distributed with standard deviation

σv =
√
Nσ. (4)

The magnitude is the root sum square of these three normally-distributed vector compo-
nents, and follows a non-central chi-squared distribution. However, assuming that the total
summation is significantly larger than the expected noise (i.e. v � σv), this is approxi-
mately Gaussian, with minimal bias and standard deviation σv. If this condition does not
hold, the magnitude value should be treated with caution. The distribution of the centroid
can be computed as

t =

∑
tiN

(
vi, σ

2
)∑

N (vi, σ2)

=
N

(∑
tivi, σ

2
∑

ti
)

N (
∑

vi, Nσ2)

≈ N
(∑

tivi∑
vi

,

∑
t2i∑
vi
σ2

)
,

where N
(
µ, σ2

)
represents a normally distributed variable, and with the final step assuming

that v � σv. Thus, assuming sufficient signal quality, the centroid has a standard deviation
of

σt =

√∑
t2i∑
vi
σ. (5)

Finally, it should be noted that the normal and independent assumption given here may
not be valid. Because of correlated noise values, stochastic biases, or unmodeled rotational
motion, values may need to be deweighted more based on experience and analyst judgment.

Plots of the acceleration values, accumulated ∆V, and centroid times are shown in figure 1
for Maven science operations, near 0.1 kg/km3, in figure 2 for a Maven Deep Dip orbit, near
3 kg/km3, and in figure 3 for TGO aerobraking, near 20 kg/km3. These charts show the
acceleration values, the accumulated ∆V, and the value of

∑
tivi/v as they accumulate over

time, for all three body-fixed axes and for the total magnitude. Comparing these, first note
the relative noise level for Maven science operations that complicates usage. Noise levels
indicate that the off-axis terms are poorly known, although the total ∆V is reasonably
certain. Additionally, the centroid time is exceptionally noisy, because the weighted average
is especially sensitive to the noisy tails of the drag impulse. However, the stronger signals
in the other two cases reduce these problems drastically, showing useful and believable data
for all three vector terms as well as the centroid. Another item of interest is that while it
is possible to compute per-axis centroid times, even with moderately strong signals these
can be noisy and unreliable, justifying the use of a single value computed along the total
∆V vector. Also noticeable in the two stronger signals is that the fine structure of the
acceleration is quite variable compared to an ideal Gaussian curve; use of this technique
ignores this fine structure, which is not usually estimable using navigation models. Finally,
the TGO data show significant impulses shortly after periapsis, which are autonomous
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Figure 1. Sample accelerometer data for Maven nominal science

thruster firings for attitude control. Because they are also modeled in the trajectory they
will be properly accounted for in the final filter solution, though shortening the accumulation
time to exclude these impulses is also possible.

For both Maven and TGO, finding the data associated with a periapsis is straightforward,
since both missions use on-board periapsis timing estimators and only enable high-rate
collection during appropriate times, so that clusters of high-rate points are easily identified
as valid drag impulses. Other missions or other acceleration sources may present different
challenges, so peak-finding algorithms may be necessary to find the appropriate data.

The computation of model-derived measurement values should follow the same formulae,
with additional terms to represent biases and scale factors. For simplicity, assume con-
tinuous forces and impulsive ∆Vs can be discretized into a sequence of high-rate modeled
vectors v̄i that apply at times t̄i. This formulation assumes constant values for the bias
vector β and the scalar or per-axis scale factor α for the duration of a measurement, though
time-dependent variations are possible and are a simple extension. With these definitions,
the modeled vector sum is

v̄ = α
∑

v̄i + β (tf − t0) . (6)

The modeled magnitude measurement can be computed as

v̄ =
√
v̄ · v̄. (7)

Finally, the centroid time is

t̄ =
α
∑

t̄iv̄i · ¯̂v + 1
2

(
β · ¯̂v

)
(tf − t0)

2

α
∑

v̄i · ¯̂v +
(
β · ¯̂v

)
(tf − t0)

. (8)

These model-derived values should be computed using the same coordinate frame definitions
and reference epoch values as the observed data.
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Figure 2. Sample accelerometer data for Maven deep dips
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Figure 3. Sample accelerometer data for TGO aerobraking
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APPLICATION TO OPERATIONAL MISSIONS

These derived measurement types have been integrated with the operational navigation
system using hooks for arbitrary user-defined implementations, based on the formulae above.
This allows the standard tools used for operational OD to be used with this new data
type, facilitating comparisons between cases and evaluations of practical use cases. The
implementation considers acceleration due to drag and impulses used to model thruster
firings and off-axis drag models, and can include bias and scale factor terms. All of these
cases estimate the initial state with a priori values from previous reconstructs, a per-orbit
scale factor on a MarsGRAM atmosphere model with the Map Year 0 settings, desaturation
impulses at telemetry-derived locations, solar pressure with a single scale factor for the entire
arc, impulses at periapsis in the cross-track and radial directions to model lift and sideslip
due to drag, and negatively-correlated velocity-direction impulses 5 minutes before and after
periapsis to capture centroid shifts due to density gradients. Accelerometer scale factors
are estimated per-axis and per-periapsis using a loose 5% 1σ uncertainty. Biases are not
estimated since they can be removed more effectively by pre-processing the data.

Maven Nominal Science

The first case to consider is from Maven nominal science, in mid-March 2018, covering
seven periapses (6725 through 6731) with tracking data up to the first periapsis, and sur-
rounding the final periapsis, so that the tracking gap includes six periapses. Three versions
of this arc were analyzed, a Doppler-only baseline, a case with the magnitude accelerometer
data, and a case with the full vector accelerometer data, all weighted at 0.2 mm/sec, since
tighter weights induced unrealistic results and poor convergence. Centroid data were not
considered due to the large noise terms indicated in the previous section. All three versions
of this case converged in three iterations of the filter, with corrected parameter values within
expected ranges. Considering the results, of particular interest for maneuver planning is the
reconstruction of density scale factors to aid in the prediction of future densities. Figure 4
shows the estimated scale factors (with 3σ uncertainty bounds) for the three cases. The
Doppler-only case in this chart shows a typical pattern, where the estimated values fall
along a linear trend, matching the phase and period before and after the tracking gap, with
large uncertainties, and it is understood that while the average of these values is accurate,
the specific values are under-determined. As expected, the addition of accelerometer mag-
nitude data yields superior per-periapsis estimates, but the vector data provide little new
information.

An important related metric is the reconstructed trajectory position uncertainty, plotted
in figure 5. Improvements to the accuracy of the trajectory may allow improved scientific
results, since the instruments will have more information about where they were actually
pointing during observations. While the Doppler-only baseline is within agreed-upon re-
quirements for accuracy, improvements are always welcomed. These results show that the
downtrack uncertainty, which is dominated by drag, is reduced by an order of magnitude,
from 350 meters near periapsis to less than 50 meters, near the 10 meter level achieved
during Doppler passes in this regime. Similar improvements occur in the radial direction,
which is primarily a function of improved knowledge of the semimajor axis. The additional
vector data provide little benefit in the downtrack and radial components. Interestingly,
the vector data is shown to increase overall cross-track uncertainties from 70 meters to
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Figure 4. Estimated density scale factors for Maven science operations

110 meters; the reason for this is not fully understood, but may be an artifact of particu-
lar modeling choices. Overall, this demonstrates that the simple magnitude data provide
significant benefit, with only modest improvement with the additional vector data.

The long term trend and variability in the scale factor is also of interest. While the average
value during data gaps is sufficient to compute a predicted average, the lack of specific
values in coverage gaps has two consequences. First, the measured variability is artificially
reduced, and this variability can affect decision making on where to maneuver within the
density corridor. Second, there may be repeating patterns within the atmosphere that
indicate waves in the atmosphere that could not be easily detected without reasonable per-
orbit scale factors. A batch of 400 orbits, spanning periapses 6400 to 6800 were recomputed
using these measurements, with the original and updated scale factor estimates shown in
figure 6. Additionally, this exercise demonstrated that the measurements were effective
across a range of potential orbits, and could be used effectively by automated processing
techniques.

Maven Deep Dip

Next, consider a case from a Maven deep dip, where the altitude was reduced to 120 km
to perform in situ studies of densities near 3 kg/km3. The case spans orbits 5931–5937 in
late October 2017. During this time, there were no significant tracking data gaps, except
those at periapsis and apoapsis, due to occultations and spacecraft attitude, so that scale
factors could be reliably reconstructed. For this case, the addition of accelerometer data
provided modest gains in accuracy, reducing the 1σ downtrack uncertainty from 50 meters
to 40 meters, as shown in figure 7, with even smaller gains from the addition of centroid
data. Note that in this case, the cross-track uncertainty exhibits expected behavior, with
vector data improving cross-track accuracy. More interesting is that typically, this long
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Figure 5. Position post-fit uncertainties for Maven science operations
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Figure 6. Updated density scale factor estimates for Maven orbits 6400–6800
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Figure 7. Position post-fit uncertainties for Maven deep dip

of an arc with this level of drag perturbation would not converge without incrementally
fitting individually periapses. However, the addition of the accelerometer data allowed the
solution to converge from a poor initial state, albeit haphazardly, showing these data to
have stabilizing influence on filter behavior.

An alternative scenario where data covering the middle five orbits is removed is also con-
sidered, as an analogue for expected conditions during planned aerobraking. The timing
drift over this long of an arc means that the filter will not converge without special mea-
sures, and the process of incrementally fitting periapses will fail since there are no data
covering five periapses. Instead a fit of the two Doppler-covered periapses, and an average
scale factor guess across the gap computed through the known total period shift would be
necessary without any available accelerometer data. The addition of accelerometer-derived
∆V measurements makes the problem tractable, allowing an incremental fit to operate as
expected. With the accelerometer data included, results are similar to the nominal science
cases, with position uncertainties reduced from 10 km to under 1 km, and radial errors re-
duced from 3.5 km to under 250 m, as shown in figure 8, with the associated improvements
in scale factor estimates shown in figure 9. Trajectory differences with the full-Doppler
case are shown in figure 10, demonstrating that the accelerometer data reasonably match
the Doppler data. Note that the addition of the centroid data has a significant effect on
the cross-track uncertainty; additionally, better matching of centroid times will allow bet-
ter measurement of atmospheric waves, which manifest as shifts in the peak drag epoch,
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Figure 8. Position post-fit uncertainties for Maven aerobraking scenario

recommending the use of these data in deep dip/aerobraking operations.

TGO Aerobraking

ESA’s ExoMars TGO mission used aerobraking to reduce the initial 24 hour orbit to a
2 hour orbit from March 2017 through February 2018, with a short recess for solar con-
junction in August 2017. During the later stages, as the period dropped below 6 hours,
the European Space Operations Center (ESOC) team utilized this method to incorporate
accelerometer data as a ∆V vector, while the JPL team, performing shadow navigation,
had the capability to do so but did not regularly choose to do so, due to continuous Doppler
coverage and archival challenges associated with user-defined measurement types. However,
results were comparable between the two teams throughout the mission, within the loose
range considered acceptable during this science observation-free period. In February 2018 as
the orbits shortened, a tracking pass covering multiple orbits was missed, making Doppler
fits spanning the gap difficult. The addition of accelerometer data performed exactly as
expected in this case, helping define each of these unobserved periapses, allowing a viable
reconstruction to be generated, and operations to continue unimpeded.
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Figure 9. Estimated density scale factors for Maven aerobraking scenario

Oct-20-2017
00:00:00

Oct-20-2017
06:00:00

Oct-20-2017
12:00:00

Oct-20-2017
18:00:00

Oct-21-2017
00:00:00

-1500.0

-1000.0

-500.0

0.0

500.0

1000.0

1500.0

R
a
d
ia

l
E
rr

o
r 

(m
)

Oct-20-2017
00:00:00

Oct-20-2017
06:00:00

Oct-20-2017
12:00:00

Oct-20-2017
18:00:00

Oct-21-2017
00:00:00

-1000.0

0.0

1000.0

2000.0

3000.0

4000.0

5000.0

D
o
w

n
tr

a
ck

E
rr

o
r 

(m
)

Oct-20-2017
00:00:00

Oct-20-2017
06:00:00

Oct-20-2017
12:00:00

Oct-20-2017
18:00:00

Oct-21-2017
00:00:00

-300.0

-200.0

-100.0

0.0

100.0

200.0

300.0

C
ro

ss
tr

a
ck

E
rr

o
r 

(m
)

Doppler-only Vector Data Vector + Centroid Data Periapsis Apoapsis Tracking Span

Figure 10. Trajectory differences between aerobraking scenario and true full-Doppler case

15



CONCLUSIONS AND FUTURE WORK

Use of onboard IMU-derived accelerometer data within the operational orbit determina-
tion process in aerobraking-class missions has been pursued for years, with team members
struggling to develop a process that fit within established procedures and worked reliably.
The key problem was the poor linearization of short term accelerations with respect to
multi-orbit arcs, suggesting the use of longer-term accumulated ∆Vs, along with their effec-
tive centroid epoch, to capture the dominant effects of the drag impulse while maintaining
compatibility with existing procedures. Tests in a variety of operational cases in the Maven
nominal science orbit and during deep dips show that these accumulated ∆V values can be
integrated without degrading the analyst’s ability to generate a timely solution, and often
improve convergence in addition to the primary goal of improving reconstructions during
tracking data gaps by an order of magnitude. Furthermore, use of these methods during
TGO aerobraking by both ESOC and JPL teams demonstrate their effectiveness.

Looking forward to the aerobraking that Maven will begin in March 2019, new challenges
emerge. This endeavor will involve flying to deep dip altitudes, but with sparser tracking
schedules, less frequent deliveries, and reduced staffing, over a period of two to three months.
Use of these data greatly improves the Navigation team’s ability to perform this task suc-
cessfully. First, the ability to fill tracking gaps will make filtering over multiple untracked
periapses a less tedious and haphazard process, so that solutions will be more reliable and
less time consuming, and more suitable for automation. Second, this improved knowledge
of the trajectory within the data gaps will allow significantly more science observations to
be performed than might otherwise be possible with the large uncertainties associated with
Doppler-only solutions. Third, better knowledge of particular drag passes allows a better
understanding of trends that may affect decision making. Ultimately, while the aerobraking
task could be completed with current capabilities, the ability to include IMU-derived data
reduces the risks associated with difficult-to-fit and time-consuming solutions during an
already tense operations process.

Future work will consider using this technique to observe other forces. Reaction wheel
desaturation thrustings occur regularly, 10–15 minutes after periapsis for Maven, and are
poorly characterized in telemetry downlinked by the spacecraft. Being small and near
periapsis, the effects of these thrustings are also difficult to distinguish from other dynamic
effects. Accelerometer data during these events are noisy, which has dissuaded previous
consideration of inclusion. However, use of this technique could allow new higher quality
reconstructs of these events, improving the fit and the characterization of the spacecraft
system. Similarly, this could be done with executed maneuvers, with a focus on improving
convergence, since the events are already well-characterized by Doppler. Applications to
other classes of missions may exist as well.

Finally, for Maven aerobraking, a further inquiry should pursue use of downlinked peri-
apsis timing estimator data. This data, usually including ∆V and timing data, is used to
track periapsis times in on-board command sequences. Because the accumulated values are
computed on-board, the data volume is reduced and is downlinked on the low-gain antenna,
which is used more commonly than the high-gain antenna since it does not disrupt scientific
observations. If these low-rate data prove of sufficient quality, they could serve two pur-
poses. First, they would be more timely than the full set of telemetry values, allowing their
use for the most recent orbits, including in automated “quicklook” runs. Second, during
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aerobraking, it remains to be seen if Maven can schedule MSPA (multiple spacecraft per
aperture) DSN passes while a station is communicating with other missions. These passes
only allow downlink, and thus cannot provide two-way Doppler, but could still provide
this low-rate telemetry, enabling the constant stream of data available for missions with
continuous tracking coverage.

Ultimately, this technique provides a powerful and straightforward way to include onboard
IMU data with orbit determination, and can aid future aerobraking tasks, including the
upcoming aerobraking by the Maven mission.
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